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ABSTRACT

A method for computing the inverse of square matrices is discussed in this
work. The aim is to develop an alternative method for the computation of

inverse A* of an n X n matrix. By employing Crammer’s rule used for the

solution of linear system of equations, an inverse of the matrix A is obtained
as a coefficient of a catalytic column vector of a supposed solution of linear

system of equation 4x = k. However, a separate computation is not needed

for the adjoint of the matrix since this process is absorbed by the Crammer’s
rule. Therefore, practical illustrations are given to demonstrate the
applicability of the method.

Keywords: Crammer’s rule, Cofactors, rank, inverse, linear system of
eguations
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INTRODUCTION

Thisstudy cons dered the devel opment of an alternative method for the computation
of inverse 4=1 of ann x n matrix 4. Matrix inversion isimportant in the study of
solutionsof linear system of equations, noting that for thelinear system of equations
Ax=b (@)
thesolution
x =A'b 2
dependsonthe existence of theinverseof the coefficient matrix Ain (1).

Thereare severa methodsdevel oped for theinversion of matriceswhich are
discussedinthefollowing papers(Tian, Guo, RenandAi, 2014), (Smith and Powell,
2011), (Thirumurugan, 2014), (Du Croz and Higham, 1992) (John, 2016). Among
these methods, the method of cofactorsand adjoint of matricesismostly taught, even
though there are questions bordering on the cost of computation. In the proposed
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procedure, the method of cofactorsisemployed a ongsidethe Crammer’srule. Since
our interest isin computing theinverse of thematrix and not the solution of an equation

itsdlf, theentriesof thecolumnvectorsin b for thisprocedure are unknown constants

with catalyticimpact intheoverall computation. Thisstudy givessomebasic definitions
of termsrequired for our subsequent discussionson the subject. Themainresultsare
presented with applicationsof the procedureillustrated.

Basic Definitions
Definition 1
Let A = (a;;) beann x n matrix, the determinant of (n — 1) x (n — 1) Matrix

obtained by removing theth row and the stk column from 4 iscalled theminor of
theentry a,; of and denotedby M

Definition 2

The number A defined by iscalled acofactor of theentry a;;
of A.

Definition 3

Determinant of ann x n Matrix (Johnson, Riessand Arnold, 1998)

Forany n x n mairix A = (a;; ), thedeterminant of 4 isthenumber det (A), defined

by
det (A) =311 det(M;1) — ayp det(My3) + -+ + (=1)"*'ay, det(My,,)

n
= Z(—l)j+1a1j det(Mlj)
j=1

n

= Z a’l}'ﬂl_;l'

=1

where 4, ; isthecofactorof a,;, 1 =< j < n.
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Definition 4

CrammersRule(Kreyszig, 2011)

Let 4x = b bethelinear system of equationsdefined in equation (1) with unknown
variablesx,,x,, ..., x,, ad a,,, a,,, ..., a,, denoting theentriesof the coefficient
matrixA. Let det (4) # 0, thedeterminant of A bedenoted by b ,, then thesolution
of theabovelinear system of equations (1) isgiven by

D, D, D,

D—O,xz = D—O, e, Xy = D_o

where D, (k = 1,2, ...n) isthedeterminant obtained from D by replacingin D the

X1 =

kth column by thecolumnwiththeentries by, b,, ... b,.

MAIN RESULT
Proposition 1

Let 4x = b bethelinear system of equations (1) whereAisan x nmatrixand b is
n ¥ 1 column vector, then equation (1) hasasolution if there exists 4=* such that
x =A"1h.

Proof:

Assuming At exigts, then A consists of linearly independent columnswith det(A)« 0 ;
hencethe rank(4) = rank(4: b) = n, S0that thecondition for existence of aunique
solutionx of (1) issatisfied.

Conversely, if rank(4) < rank(4: b), then A has at least one linearly

dependent row/column such that det (A) =0and A issingular. Therefore, 4=tk is
undefined.
Furthermore, if 4~texigts, from (1)

AAx = Alb
Ix = A
snce AA=1.
Andthe solution of (1) can be expressed as
x =Alb
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or equivaently
X1 ajn Gz v A\t /by
X7 _ az1 Qpp = Qzp b,
: : : ' : : 3
Xn Ap1 Auz " App bn
intermsof inverse of the coefficient matrix 4 and columnvector hrespectively.
Proposition 2
Letx, (k= 1,2, ..., n) bethesolutionof (1) obtained by Crammer’srule, then
n
O x= Z Dy by
j=1
(ii) x=Db
where
D11 D21 Dnl
D = Diz Dz -+ Dpy
Din Dzn -+ Dy
Proof:
0 Letx,,(k = 1,2, ...,n) denotethen-tuplevector x = [x,,x,, ..., x,]7 ad

Aj. the cofactors corresponding to a;,, of the coefficient matrix A, then by
Crammer'sruleand definition 3,

_ Dl _ Allbl +A21b2 +A31b3 + +An1bn _ 1 iA b
_Do. i1 D
j=1

X1 = =

' D, Dy

n
DZ A12b1 +A22b2 +A32b3+"‘+14n2bn 1 ZA b

x = —_— = = — . .

> Dy Dy Dy 72

j=1
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Hencefork =1,2,...,n

" n n D11 Dy Dyq by
D D e D
X = D—OzAjkbj = zD]kb] = 12 22 n2 b2 @
J=1 =1 Dln DZn Dnn bn
(i) By (i) above,
D11 Dy Dyp1\ /by
. . . (5)
Dln D2n Dnn bn
Proposition 3
Thematrix D in proposition 2istheinverseof A
Pr oof:
Let
Xq
X
X = :
xn
bethe solution of thelinear system of equations (1), then
ap;  ap ai,\ "t /by Dyy Dy Dyp1\ /by
e A-1p = a:21 a?z A2n by | _ D:12 Dy, D?z b\ Z pp
L ) Ann bn Dln D2n Dnn bn
Therefore,
a;1 Ay A\ ! Diy Dy Dnq
z1 Ay Azn _ | D1z Dz Dy,
an1 ) ann Dln D2n Dnn
ad Al=D (6)
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APPLICATIONS

Inthissection, we compute D using the Crammer'srulefor thesolution of linear system
of equations.

For any nx nmatrix Awith D, # 0,

Let
X1 by
X = xz and b= b:Z
Xn b.n

be column vectorssuch that 4x = b iSconsistent. Since our interest isto find the

matrix D, choosing theentriesof B asunknown constantsdo not affect the outcome of
the computation since isonly afactor of A'b.

Examplel

Findtheinverseof the matrix usng Crammer’srule

G 2
Solution

Let X = (;2) and b = (Z;)

m=v=( (-
iscongstent snce

det(4) = D, = i i|=3¢0.

Expanding the determinantsp, and D, along the column, noting the* place’ sign of

theelements,

by 5

v =2 lb 4| _ 4by + (=5)b;
" p, - 3 3
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2 b
_ Dy 11 byl _ (=1)bs +2b,
Dy, 3 3 '

_ xl _l 4b1—5b2)_1 4 —5 (bl)
X_(Xz)_B(—b1+2b2 _3(_1 z) b,)
Therefore, theinverse of A isthematrix
1,4 _5
b= E(—1 2 )

Theadjointof Aisthematrix (_*  —°)withA, =4,A,=-1 A, =-5,A,=2as

X2

cofactorsof a,,,a,,,a,, and a,, respectively.

Example2
1 4 3
Obtaintheinverseof thematrix 4 = (i g ?)using Crammer’srule,
Solution
|A| = D, = —12,
Let
bl
b= (bz)
bH
suchthat for

AX= pisconsistent.

Thenfrom Crammer’srule,

b _1 21 g 2 1(23b 22b, + 9b3)
1= = (P2 =75 1~ 22b; 3
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-02-1321 2— 1(8b+4b 0b3)

xZ_DO_Dol bi o T 12 1T %02 = U003

—’)3-1§§Zl— 1(b+2b 3b3)

x3_D0_D01 ) bi_ 12 VP01 T 4b2 T 903
X1 1 23b1 - 22b2 + 9b3
X:<x2>:_ﬁ<_8b1+4b2_0b3)
X3 _b1+2b2_3b3

1 (23 -22 9 ><b1>
=——| -8 4 0 b, ).
2\1 2 =3 b;
Therefore, theinverseof Aisgivenby
1 (23 -22 9 )
D=——|-8 4 0 |
A

Example3

Find the adjoint of thematrix given by
3 -2 4

A= (1 5 8 )
2 0 =3

D, = det(4) = 0.
Applying Crammer’srule,

Solution

b _1 Zl _52 g ! (—15b; — 6b, — 36b3)
X1 =—=— 2 [ — (R —_ —
1 Dy _ Dy b3 o 3 Dy 1 2 3
Dy _1 i Zl g ! (19b; — 17b, — 20b5)
Xy = — = — 2 = — —_ p—
2 Dy _ Dy 5 b3 3 Dy 1 2 3
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3 -2 b
1 5 b
2 0 b

X1 1 —15b1 — 6b2 - 36b3
X = <x2> = —<19b1 - 17b2 — 20b3)

0\—10b; — 4b, + 17b;

1 /-15 -6 =36\ /b
=5-| 19 -17 -20]| b ).
0\-10 -4 17/ \bs

-adj(A) - b

1
Dy

X det (A)
Therefore, theadjoint of Aisgiven by
-15 -6 =36
adj(A) = ( 19 -17 —20).
—-10 -4 17

CONCLUSION

The purpose of thiswork wasthe computation of theinverse of thematrix and not the
solution of anequationitsalf. Thecolumnvectorsin p for theprocedurewereunknown
constantswith catalytic impact in the overall computation. The study offered some
basic definitions of termsrequired for the discussion on the subject. However, the
main resultswere presented and the applications of the procedure wereillustrated.
Thedternativemethod for thecomputation of inversesof . x n matriceswaspresented
with the cofactors computed aspartsof the Crammer’srule. Inthismethod, aseparate
computationisnot needed for the adjoint of the matrix sincethis processisabsorbed
by the Crammer’ srule. Thisprocedure hasbeenillustrated to demongtrateitsefficiency
inthisstudy.
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