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ABSTRACT

A presentation of the sinc method to Volter ra-Fredholmintegral equations
of the second kind is being considered in this paper. A single exponential
transformation that relates the real line”! and a finitearc G isused in
conjunction with the sinc method to convert the Volterra-Fredholm
integral equations of the second kind to algebraic equations. The
deviation of the approximate solution obtained from the exact solution
ismeasured in terms of the maximum absolute error between themat sinc
points. The exceptional accuracy of the method is illustrated with
numerical examples.

Keywords: Sinc function, Collocation method, Volterra-Fredholm
integral equations

INTRODUCTION

Numerical gpproximation of sol utionsbased on sinc method isamong recent tools
usedintheestimation of solutionsof differentid andintegral equations. Thisgpproach
has enjoyed val uable contribution from several authorsascan beseenin Carlson et
al (1997), Rashidiniaand Zerebnia (2008), Mohammad et al (2005). Usually
incorporated with the sinc method isthevariabl etransformation that relates”! with
afinitearc G. Inthis paper, we extend the existing procedures based on sinc
methodsto integral equationsof the second kind, intheform of

u(x)= [k (x, tut)dt + [k (x,t)ut)dt + g(x)a<sx=b ()
whichiscalled Volterra-Fredholmintegral equations, Pachpatte (2008). Herek,
k, and g aregiven smooth functionsand u isthe solution to be determined. This

type of equations arise from parabolic boundary value problems from the
mathematical modelling of the spatio-tempora devel opment of an epidemic and
other physical and biologica modds, Wazwaz (2011). Theexistence of the solution
for theequationsof thistypehasbeen given by Andras(2003) onthebasisof fibre-
Picard theorem. Wederivethe coll ocation formulafor (1) using sinc method based
onthevariabletransform which isthen applied to numerical exampletotestits
efficiency. For thispurpose, weshall givethefollowing definitions;
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Basic Definitionsand Theorems
Thefiniteterm sinc seriesisexpressed as

tt)=3 t(jh)s(.h)eht O R, 2

=N

wherethebasisfunction S(j,h)(t) calledthesincfunctionisdefined as

S0 = "t(“ - ) ®)
6

and the step size h dependson apositiveinteger N.
Definition 2.1
Let D beabounded and simply connected domain, then H © (D) denotethe

family of functions f [1Hol (D) suchtht isfinite

where

sup
[ =12 (@

(6)
Definition 2.2
L et D beabounded and simply connected domain, then HC(D) denotethefamily
of dl functions, f O Lip (D)n Hol(D) suchthat
.. =max f (2) (5)

Using theabovedefinitions 2.2 and 2.3, wegive descriptions of two important Snc
Spaces of approximations.

Definition 2.3
Let a >0 beacongant, then L (D) denotefamily of functions f 0 H-(D) forwhich
thereexistsaconstant K such that for all z0O D

wherethefunction Qisdefinedby Q(z) =(z-a)(b-2)

Thevariabletransform

a + bexpx
x=a(x)=—p,xDR, (7)
1+ expXx
withitsinverse
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t=o (x)= Iog(x - a}

b - x
Themappingissuchthat and withthesinc points
x =o(jh),j =-N,..,N. (8)

Givenaconstant d >0, wedefine D ={z0C:fim7<d}

to denoteastrip region of width 2d, when incorporated with (4), thisdefinition
should be considered on thetrand ated domain

J(Dn)={zDC:arg(;:2J<d} (9)

Corresponding to sinc function (3) and variable transform (7), we state in the
following theorem aconvergenceresult similar to that given by Okayamaet al
(2010).

Theorem 2.1
Let f OL (o(D)) with 0<d<7 let N beapositiveinteger, and h be selected by
theformula | 7@ (10)

aN

Thenthereexistsaconstant C whichisindependent of , such that
mex| (1) - 5 £ (o{is{i. o () < YN expl-rmian) (1)
Definition 2.4
Let « 0(0,1) andDissuchthat (a,b) 0 D, then M (D) denotesthedlassof functions
f 0 HC(D) which havefinitelimitsat endpoints f(a) and f(b) of (a,b) suchthat
it p(x)=exp(c (x))
t(x)- 7 (a)= o(p(x) Jasx - a
f(x)-f(b)= Oq,o(x)| “)asx -b (12)

Generalized Approximation and Quadratureon T = (a,b)
Let o bedefined as

thereexists g = f - Lf 0L (D)
With Lf defined as

Lf (2) = f(a) + p(x)f (b) (13)

1+ plx
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Thetrandated function
Tlall) = ol - 92 +250) @
belongsto L (D)if gOm (D). Stenger (1993) established that if g OM (o(D))
then by equation (2) the sinc approximation can be applied to thefunction Tg as
Tlal(x) = £ Tlal(x)o(in)s(i. h) o} (x)) (15)
By (14), we can express g(x) as
al=Tlal) + L)
and by (15) thesinc approximation of g(x) is
Plall) = STl sl o )+ S22,
which may bewrittenas
Pla](x) = glajw +x T[g](x)o(in)s(i.h)ia} (x))+ glblw (x) (17)
wherew_ and w, are auxiliary basisfunctionsdefined by
W)= 2wy =2 ®

1+p()" 7 1+ p(x)
By Theorem 2.1 the convergencetheoremfor (17) may be stated thus:

Theorem 3.1
Let gOM (o(D.)) with 0<d <7, let N beapositiveinteger and | et h be selected

by theformula(10). Thenthere existsaconstant C which isindependent of, such
thet

lo-Pa] . <CyN expl-man]) (o)
Let u(x) IM (o(D)) and u (x) bethe exact and approximate solution of (1), while
u(x ) and u aretheexact and approximate solutionsat asinc point x respectively,
then by (17)

u() =ulx Jw (x) +Zulx Js(i, o) () +ulx Ju(x)  (20)
will satisfy (1) at sinc points(8), sinceitisalinear combination of thesincfunctions
S(j,h)(t) andtheauxiliary basisfunctions w (x) and w (x) . Here, thebasisfunctions
are considered to befixed and the coll ocation points defined as

a Ii=—N-1
x ={a(ih),i=-N...N
b, i=N+1
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With the collocation points defined as above, we set the approximate solution
of (1) as

u(x)=u w()+3us(jh)c (3)+uwlx)  (21)
Following Stenger (1993) and Haber (1993) and using (21) we approximate the
integralsin (1) asfollows,

[k (x,t)u(t)dt
=k [w](u +h3k (xt o' (jhu 3(j,h)(x)+k [w](xju +one™  (22)

[k (x,tu(t)dt
=k [w ](x)u _+hyk (x,t‘ )a'(j h)u +k [Wh](x)um +0e° (23

Notingthat S(j,h){a}")(x )= S(j.h){¢} Jo(kh) = S(j.h)kn =3
Wehaveintheabove

K [1](d) =gk (xt )£ (x Jo (in)a(i, h)(x), (24)

1169 = sk (e ) (i) ()
and o'(x) isthederivativeof defined at Sinc pointsas
o'(ih)=o(jh)L-o(jh))

with 30i10)=| 5 + -5~ i)

and Si(x) defined as
Si(x)= L‘Si—[:udu (26)
using (22) to (26) in (1), weobtain the collocation formulaas
fw(x)=K [w](x)-K [w](x pu_+2 3 -hk (.t o' (in)a(j, h)(x Ju
=k (x,t Jo(imu +{w (x )= =K [w](x ) K [w](x ju_
=g(x) (27)
(29) representsa (2N +3)* (2N +3) system of linear equations, which can be
expressed more compactly as
(E-V-Fl=g (28)
with E =w (x )+ 3 S(j,h)ad (x))+w(x)
V =K [w](x)+hzk(x,t o' (i) (i, h)(x )+ K [w](x) (29)
F =K [w](x)+hzk(x,t (i) + K [w](x)
g =[g(a) g(x ). g(x ). olb]]

u=[u u,u,u]
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By solving the above system of equationsfor and using theresultin (21), weobtain
the approximate solution u (x) to (1).

NUMERICAL EXAMPLES
For these exampl es, we will find the approximate result and computethe
maximum error in order to determinetheaccuracy of the method.
Example 1
Inthisexamplewe consider equation (1) with

k,(x,t) =x-t, k)(x,t) =X, g(x) =-2-2x+2e,0sx<1
Thisproblemwas considered by Wazwaz (2011), using method based on series
solution.
Theexact solutionisgivenas u(x) = xe
Theresultsfor Example 1 areillugtrated on Table 1, Figure1 and Figure 2 respectively.
Example2
Inthisexamplewe consider equation (1) with

k,(x,t) =Xx-t, k)(x,t) = X+t, g(x) =X —+X —:x-+,0<sx<1
Thisproblemwasconsdered by Wazwaz (2011), us ng method based on modified
Adomian decomposition.
Theexact solutionisgivenas u(x) = x..
Theresultsfor Example2 areillugtrated on Table 2, Figure 3and Figure4 respectively.

Thecollocation formuladescribedin section 3isimplementedwith a =1 and d :%T

sothat "= % . The computations are carried out using MATLAB®, and the

maximum absoluteerror |E (h(o)) measuresthelargest error at thesinc pointsin
the approximation for any chosen N. It isdefined by

E (h(o)) =max___Ju(x)-u (x) (30)
Whereu and u,, arethe exact and approximate solutions of (1), respectively.

The approximate solutionin Figure 1 amaximum deviation of 4.3x 10-3
from exact solution appearsat x = 0.9964 and remains consi stent asx increases
towards 1 for N = 10. Figure 2 showstherapid decreasein the maximum absol ute
error withtheincreasing valueof N, whichisin agreement withinformation from
Tablel. Similarly, in Figure 3, we have amaximum absol ute error of 7.2x 10-6 at
x =0.9927 and also remaining consistent asx increasestowards 1 for N = 10and
Figure4 agreeswith error decay patternillustrated ontable 2.
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CONCLUSION

Thenumerica result of theexamples presented in thiswork indicates exceptional
accuracy of themethod implemented. The deviations of the approximate solution
from the exact solution asillustrated in Figures 1 and 3 verify our claim. Also,
Figures2 and 4 and Tables 1 and 2 justify increase accuracy of the resultsfor
increasein N number of evaluations. A theoretical convergence anaysisof the
method for equationsof thistype can giveaclearer pictureof theerror bounds. We
intend to discussthisin our subsequent work.

Table 1. Examplel

N h |E (h(o))
10 0.7025 4.300x 10
20 0.4967 2.6161x 10*
30 0.4056 2.9463 x 10°
40 0.3512 4.6573x 10°
50 0.3142 8.9677 x 107
60 0.2868 2.0315x 107

Table 2: Example 2

N h |E.(h(o))

10 0.7025 7.200x 103

20 0.4967 4.3727 x 10*
30 0.4056 4.9225x 10°
40 0.3512 7.7134x 10
50 0.3142 1.4981 x 10
60 0.2868 3.3936 x 107

2.5

1.5

u(x)

T T T
E xact Solution
+ Aproximate Solution

Figure1: Exact solution and Approximate solution for Example 1
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Figure2: Maximum absolute error for Example 1
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Figur e 3: Exact solution and approximate solution for Example 2
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Figure4: Maximum absoluteerror for Example 2
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